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Abstract

Objective—Clinical questions are often long and complex and take many forms. We have built a clinical question answering system named AskHERMES to perform robust semantic analysis on complex clinical questions and output question-focused extractive summaries as answers.

Design—This paper describes the system architecture and a preliminary evaluation of AskHERMES, which implements innovative approaches in question analysis, summarization, and answer presentation. Five types of resources were indexed in this system: MEDLINE abstracts, PubMed Central full-text articles, eMedicine documents, clinical guidelines and Wikipedia articles.

Measurement—We compared the AskHERMES system with Google (Google and Google Scholar) and UpToDate and asked physicians to score the three systems by ease of use, quality of answer, time spent, and overall performance.

Results—AskHERMES allows physicians to enter a question in a natural way with minimal query formulation and allows physicians to efficiently navigate among all the answer sentences to quickly meet their information needs. In contrast, physicians need to formulate queries to search for information in Google and UpToDate. The development of the AskHERMES system is still at an early stage, and the knowledge resource is limited compared with Google or UpToDate. Nevertheless, the evaluation results show that AskHERMES’ performance is comparable to the other systems. In particular, when answering complex clinical questions, it demonstrates the potential to outperform both Google and UpToDate systems.

Conclusions—AskHERMES, available at http://www.AskHERMES.org, has the potential to help physicians practice evidence-based medicine and improve the quality of patient care.
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1. Introduction

Physicians generate up to six questions for every patient encounter [1–6], and these questions may be of a variety of types. Although it is important for physicians to meet their information needs, studies have shown that many of their questions go unanswered. For example, Ely and colleagues observed that physicians did not pursue answers to 45% of the 1062 questions posed in clinical settings, often because they doubted they could find good answers quickly, and for those they did pursue answers to, they failed to find answers to 41% of them [7]. As a result, more than 67% of the clinical questions posed by physicians remained unanswered.

One way to meet information needs is to refer to the published literature for related clinical evidence [8]. Although original research articles that are both scientifically rigorous and clinically relevant appear in high concentrations in only a few select journals (e.g., The New England Journal of Medicine, Annals of Internal Medicine, JAMA, and Archives of Internal Medicine), much clinical evidence appears in a wide range of other biomedical journals [9]. Even with the development of search engines for facilitating relevant biomedical literature searching, the needs of physicians still cannot be met properly, as an evaluation study showed that it took an average of more than 30 min for a healthcare provider to search for an answer from MEDLINE, which made “this type of information seeking is practical only ‘after hours’ and not in the clinical setting” [10].

Internet search engines (e.g., Google) provide another solution for physicians seeking answers to their questions [11–13]. However, the success of Internet searching often depends on skilled physicians [14], and Internet searches inevitably pose challenges in information content relatedness and quality [15–24]. Additionally, traditional search engines (e.g., Google) return long lists of articles rather than self-contained answers to specific questions, and many of these articles turn out to be irrelevant to specific questions due to the inevitable query ambiguity of open-domain search engines. In a recent study [25], for instance, PubMed appeared to perform better than Google Scholar at locating relevant and important literature articles to answer specific drug-related questions.

The importance of answering physicians’ questions related to patient care has motivated the development of many clinical resources (e.g. UpToDate, Thomson Reuters, eMedicine, National Guideline Clearinghouse) to provide high-quality summaries of clinically relevant information. These summaries, however, are written by domain experts who manually review the literature concerning specific medical topics. As such, these resources may be limited in scope and timeliness. An evaluation study showed that when provided with the 10 most commonly used clinical resources without time constraint physicians were able to answer only 70% of the 105 questions randomly selected from the 1062 questions collected by Ely and his associates [26]. Another study found that despite UpToDate being the top target site used by physicians, only 10.8% physicians use it to do research on rare diseases [27]. In fact, UpToDate was reported to be used infrequently in a number of evaluation studies [13,28–31]. In addition, as databases become more complex, it takes a correspondingly greater amount of time to search for an answer even in commercial clinical databases. For example, one evaluation study [32] has shown that it takes over four minutes
to search for answers in UpToDate. Studies have found, however, that when a search takes longer than two minutes, it is likely to be abandoned [10,26].

Question answering (QA) systems have the potential to overcome these shortcomings. First, to maximize coverage and improve timeliness, they can automatically mine relevant knowledge from multiple sources and summarize the results to form answers based on important concepts embedded in the question. Secondly, to improve efficiency, they can provide succinct answers rather than entire documents, which can help users pinpoint useful information quickly. However, due to the difficulties that machines have understanding text, current QA approaches are mainly focused on answering factoid questions based on fact extraction or specific question types, such as definitional questions. Unfortunately, because of the potential for inaccurate mining results in general, such common sense factoid QA systems provide inferior usability compared to emerging manually managed fact databases, such as Wikipedia, Answers, Freebase, etc.

Our goal is to go beyond such factoid systems and develop a QA system with the ability to handle the kinds of complex questions that are commonly asked in the clinical domain through the use of a structured domain-specific ontology. Domain-specific knowledge can be used to enhance the capabilities of a system to automatically answer questions oriented to sophisticated problem-solving rather than mere fact discovery, which is vital for answering questions asked in the clinical domain. We hypothesize that domain knowledge can greatly enhance the machine learning-based computational model for information retrieval (IR), and text-mining technologies can be coupled with IR to present semantically inherent answer summarization. Our focus is on improving answer quality, especially in response to complex clinical questions, so that instead of providing a single fact or a list of documents, the system will decrease human effort by extracting the most pertinent information to a given question from the large amount of literature in the clinical domain.

Our fully automated system AskHERMES – Help physicians Extract and aRticulate Multimedia information from literature to answer their ad hoc clinical quEstionS [33–43] – automatically retrieves, extracts, analyzes, and integrates information from multiple sources that include the medical literature and other online information resources to formulate answers in response to ad hoc medical questions.

Fletcher [9] identified three basic skills necessary for physicians to manage their information needs: (1) find potentially relevant information, (2) judge the best from a much larger volume of less credible information, and (3) judge whether the best information retrieved provides sufficient evidence for making clinical decisions. AskHERMES addresses the first two components by finding and filtering clinical information. We previously found that AskHERMES outperforms several other systems (e.g., PubMed) for answering definitional questions [38,39]. Currently, AskHERMES attempts to answer all types of clinical questions, and this paper reports the development, implementation, and evaluation of the AskHERMES system.

2. Background

Question answering can be considered an advanced form of information retrieval. In the 1990s, the Text REtrieval Conference (TREC) supported research within the information retrieval community by providing the infrastructure necessary for large-scale evaluation of text retrieval methodologies. In 1999, TREC introduced a question answering (QA) track, and the earliest instantiations of the QA track focused on answering factoid questions (e.g., “How many calories are there in a Big Mac?”). Since 2003, TREC has addressed scenario questions (e.g., definitional questions such as “What is X?”) that require long and complex
answers. TREC Genomics introduced passage retrieval for question answering in the genomics domain [44,45].

Development in question answering has mainly focused on improving the underlying answer extraction performance, especially against a standard set of questions, which has been, for example, the objective of the QA track at TREC [46]. However, improvements by such batch-run experiments may not translate into actual benefits for end users [47]. To date, few question answering systems have focused on designing effective interfaces. Many existing commercial search engines, such as Google, Yahoo and Bing, only return a long ranked list of relevant documents, an interface that is similarly used by PubMed in the biomedical domain. As discussed earlier, such interfaces are insufficient for providing succinct and relevant answers, which is an especially pertinent issue for physicians who have little time for wading through long lists of retrieved documents. Search results clustering, a visualization technique first introduced in the Scatter–Gather system [48], attempts to provide the user with essential information about the structure of topics in the retrieved results, and similar approach has been applied in medical literature search [49] and refined by several search sites, including Vivisimo, iBoogie, and the Carrot system. However, the output of these systems is still based on traditional retrieval results, and users must read through a ranked document list even for a query on a single topic.

Addressing clinical question answering has been an active effort of the biomedical community. Cimino et al. [50] tagged clinical questions semantically to make them generic (for example, “Does aspirin cause ulcers” became “Does <drug> cause <disease>”). Zweigenbaum [51,52] surveyed the feasibility of question answering in the biomedical domain. Rinaldi and colleagues [106] adapted an open-domain question answering system to answer genomic questions (e.g., “Where was spontaneous apoptosis observed?”). The EpoCare project (Evidence at Point of Care) proposed a framework to provide physicians the best available medical information from both literature and clinical databases [53,54]. Infobuttons [8,31,55–62] served as a medical portal to external information retrieval systems (e.g. PubMed) and databases (e.g., UpToDate). The CIQR (Context Initiated Question Response) project [63] focuses on the analysis of the types of questions asked by clinician when looking up references, which allows speech input in the clinical setting [64]. To incorporate patient specific information in seeking relevant and up-to-date evidence, the PERSIVAL (Personalized Retrieval and Summarization of Image, Video and Language Resource) system [65–67] was designed to provide personalized access to a distributed digital library.

Automatically analyzing clinical questions is an important step toward answering clinical questions. Physicians often ask complex and verbose questions comprising a wide variety of types. The typology of question types with representative examples collected in four studies [7,26,68,69] was shown in Table 1. There is a wealth of research proposing ways of categorizing such ad hoc questions. Ely and colleagues manually mapped 1396 clinical questions [70] to a set of 69 question types (e.g. “What is the cause of symptom X?” and “What is the dose of drug X?”) and 63 medical topics (e.g. drug or cardiology). Cimino and associates [50] predefined a set of generic question types (e.g., “What is treatment for disease?”) and then mapped ad hoc clinical questions to those types. Seol and associates [71] identified four major question types: treatment, diagnosis, etiology, and prognosis. Such typologies offer different solutions for automated systems to overcome the wide range of variability in the forms that clinical questions may take. Other researchers have applied the popular Population, Intervention, Comparison, and Outcome (PICO) framework as a way of dealing with the variability in clinical questions [53,54,72–75].
Information retrieval component can be integrated with question analysis in the question answering system to retrieve relevant documents. There have been different models developed for information retrieval, including Boolean models [76], vector space models [77], ontology-based approaches [78], latent semantic indexing [79,80], and language models [81].

In addition, many existing systems turn to external knowledge to support deeper semantic analysis in question answering. SemRep [82,83] maps biomedical text to the Unified Medical Language System (UMLS) [84] concepts and represents concept relations with the UMLS semantic relationships (e.g., TREATS, Co-OCCURS_WITH, and OCCURS_IN). The SemRep summarization system condenses the concepts and their semantic relations to generate a short summary [83]. Essie is an information retrieval engine developed and used at the US National Library of Medicine (NLM) that incorporates knowledge-based query expansion and heuristic ranking [85]. CQA-1.0 [72] is designed as a clinical question answering system. Unlike AskHERMES that process ad hoc natural language question and incorporates mostly statistical and machine-learning approaches, CQA-1.0 requires a user to enter a question by the PICO framework (Patient, Intervention, Comparison, and Outcome), and provides semantic analysis at document and text level, identifying PICO elements and documents that are of clinical relevance. Sneiderman et al. [82] integrated three systems (SemRep, Essie, and CQA-1.0) to achieve the best information retrieval system (which outperformed each of the three systems) in response to clinical questions.

None of the aforementioned systems, however, are available online for testing. Although question answering is an active research field, most online QA systems as shown in Table 2 are not applicable to the clinical domain. The contributions of the AskHERMES system include:

1. A tailored machine learning model that automatically extracts information needs from complex clinical questions.
2. A dynamic model for hierarchically clustering sentences as answers and a new sentence ranking function.
3. A new answer presentation model in which answers, rather than document lists, are organized by question-orientated keywords.
4. Finally, AskHERMES is the only online system that attempts to automatically answer the full range of complex clinical questions.

3. Methods

Fig. 1 shows the system architecture of AskHERMES, which takes as its input a natural language clinical question. Question Analysis automatically extracts information needs from the question and outputs a list of query terms. The UMLS knowledge resource is used for query term expansion. The Related Questions Extraction module returns a list of similar questions. Information Retrieval returns relevant documents that have been locally indexed. Information Extraction identifies relevant passages. Summarization & Answer Presentation aggregates answer passages, removes redundant information, automatically generates structured summaries, and presents the summaries to the user posing the question. In the following sections, we will provide a detailed description of each component.

3.1. Data sources and pre-processing

3.1.1. Data collection—At the time of evaluation, AskHERMES had indexed over 17 million MEDLINE abstracts (1966–2008); 2732 eMedicine documents (downloaded in 2008); 2254 clinical guidelines (downloaded in 2008); 167,000 full-text articles
3.1.2. Pre-processing for retaining semantic content—Most NLP approaches focus on mining narrative texts in different kinds of documents or articles, which, however, would lose semantic information embedded in tables and lists. It happens quite often particularly in clinically relevant articles such as those from eMedicine, clinical guidelines, and Wikipedia. For example, Fig. 2 shows a partial table in an article from eMedicine. The cells (e.g., “1994,” “year,” “2.5%” and “death”) in the table alone are of little meaning, but together, the content can help correctly answer questions like “What is the death rate for Acute Coronary Syndromes in 1994?” Similarly, grouping items from the list in Fig. 3 allows AskHERMES to answer such questions as “What is involved in Survival Skills for diabetes patients?” Therefore, we implemented manually curated rules to retain semantic information contained in each table and list. Specifically, for each table, all the textual information in each row or column (depending on the header location) together with the corresponding header and caption text would be formed as a separate passage to be indexed by the system; for each list, we treated it as a tree and each non-leaf branch node (including the root node) would generate a separate passage to be indexed, by collapsing all the nodes it contains and then combining the corresponding textual information with the caption text. In the meantime, we removed noisy short anchor texts (e.g., “Contact Us”) from the raw text before indexing.

Another strategy we took in the pre-processing is merging all the section titles with any sentence within the corresponding section, with the assumption that section titles in the articles carry important semantic content which may not necessarily be explicitly described in narrative paragraphs. Despite the simplicity of this approach, it has improved the performance of AskHERMES. For example, by merging the title “cures for type 1 diabetes” with the sentence “simultaneous pancreas-kidney transplant is a promising solution, showing similar or improved survival rates over a kidney transplant alone”, the merged text can be recognized by AskHERMES as an answer to the question “What is the cure for type 1 diabetes?”, which would otherwise be missed because the sentence alone does not incorporate the word “cure”, and the title alone does not provide a description of a potential cure.

3.2. Question analysis

In the open domain, a common approach for question analysis is to map questions into a predefined question template (e.g., “What-type” and “How-type”) [86]. Such an approach has also been implemented into most of the existing online QA search engines (e.g., AnswerBus). Such template-driven approaches have significant limitations because they cannot handle the variation that is abundant in clinical questions. For example, three questions, shown below, belong to three different templates but require the same answer:

a. How should I treat polymenorrhea in a 14-year-old girl?

b. What is the treatment (or therapy) of polymenorrhea for a 14-year-old girl?

c. Who can tell me the treatment of polymenorrhea for a 14-year-old girl?

Furthermore, many clinical questions cannot be mapped to a specific template, as shown in the example below:

“The maximum dose of estradiol valerate is 20 milligrams every 2 weeks. We use 25 mg every month which seems to control her hot flashes. But is that adequate for osteoporosis and cardiovascular disease prevention?”
Therefore, a clinical QA system must have the ability to deal with a wide variety of complex questions, many of which cannot be answered by approaches depending on predefined templates. Accordingly, we have developed novel approaches to automatically extract information needs from complex questions [40]. Firstly, we classify a question into 12 general topics to facilitate information retrieval. Those topics include device, diagnosis, epidemiology, etiology, history, management, pharmacology, physical finding, procedure, prognosis, test and treatment & prevention, which have been used to annotate the 4654 clinical questions [40] by clinicians who recorded the questions. For example, the question above represents a medication, and we can therefore identify a pharmacological database (e.g., Thomson Reuters) as the best resource for potential answer extraction. Secondly, keywords that capture the most important content of the question are identified automatically. In the same question example, the keywords are “estradiol valerate” and “osteoporosis and cardiovascular disease prevention”. The keywords can be used as query terms for retrieving relevant documents as well as the anchor terms for answer extraction.

We developed supervised machine-learning approaches to automatically classify a question by general topics and to automatically identify keywords. For question classification, we explored several learning algorithms, showing support vector machines (SVMs) [87] achieved the best result. Since a question can be assigned to multiple topics, we developed a binary classifier (Yes or No) for each of the 12 topics. For keyword identification, we formulated it as sequence labeling problem using conditional random fields (CRFs) [88] model. In addition to basic lexical features (e.g. unigram, bigram) and syntactic features (e.g. parts-of-speech), we incorporated the lexical tool MMTx, an implementation of MetaMap [89], to map text to the UMLS concepts and semantic types as learning features for both tasks. Using an annotated collection of the 4654 clinical questions as the training and testing data, our results show an average of 76.5% F1-score for question classification and 58% F1-score for keyword extraction. Details of this work appear in [40].

3.3. Document retrieval

We integrated the latest version of the probabilistic relevance model BM25 [90] with the AskHERMES system for document retrieval, as it proved to be the best performing system [90,91] for tasks such as those at the recent Text REtrieval Conference (TREC) and held the advantage of simplicity, interpretation, and speed of computation. We empirically tuned the retrieval model in our system.

3.4. Passage retrieval

Previous work has shown that QA users prefer answers to be passages rather than sentences [92]. This is particularly true in our task, since much important content in terms of discourse relations (e.g., causal and temporal) is missing if groups of isolated sentences are extracted as answers. Much of the work done previously has defined a passage as a naturally occurring paragraph [93] or a fixed window [94]. However, candidate passages determined by such a definition will sometimes be too verbose to be of practical value for question answering. Therefore, we developed an approach that dynamically generates passage boundaries.

Specifically, we define a passage in AskHERMES as one or more adjacent sentences, in which every sentence incorporates one or more query terms from the question. Our approach is different from TextTiling [95], a popular method for multi-paragraph segmentation, in that the posed question plays an important role for passage recognition in our system.

As part of this work, we defined a novel scoring function for measuring the similarity between a sentence and the question ($S_S$), which integrates both word-level and word-
sequence-level similarity between a question and a sentence in the candidate answer passage, as shown in:

$$S_d = S_d \cdot TF_{q} \cdot UT_{q} \cdot \left( \frac{\text{LCS}}{L_q^2 + L_p^2} \right), \quad s \in d \quad (1)$$

$S_d$ denotes question-document similarity based on BM25 similarity, $TF_{q}$ is the total number of query terms that appear in the sentence, $UT_{q}$ is the unique number of query terms in the sentence, and LCS is the similarity between the sentence and the whole question based on the longest common subsequence (LCS) score [96].

LCS is an algorithm that identifies the longest subsequence common to all sequences in a set of sequences (typically just two) and is recognized as being very important for measuring similarity for many text processing applications, e.g. summarization evaluation (ROUGE score [97]). Incorporating the LCS score in the sentence score function can capture more detailed dependency information than mere bag-of-words or even bigrams. For example, given the question “How do I treat this man’s herpes zoster?” the candidate answers represented by sentences (1) and (2) below, have the same words and frequency that are matched against the extracted query terms (“treat”, “herpes”, and “zoster”), which means that an approach without LCS would rank the two answers the same. However, LCS assigns sentence (1) a value of 3 and sentence (2) a value of 2, giving sentence (1), which is the better answer for meeting the needs of the question, a higher ranking than sentence (2).

1. Corticosteroids have been used to treat herpes zoster for much longer than the antiviral drugs, but the effect of corticosteroids on PHN does not appear to be consistent.
2. A significant proportion of older subjects with herpes zoster develop post-herpetic neuralgia (PHN), a chronic condition that is difficult to treat.

Once the relevance score for each sentence is obtained, the score of a passage $S_p$ is determined by the empirical metrics shown in:

$$S_p = \begin{cases} \max(S^n_s) + \min(S^n_s), & \text{max}(S^n_s) < 2 \times \min(S^n_s) \\ \max(S^n_s), & \text{otherwise} \end{cases} \quad (2)$$

where $n$ is the number of sentences in this passage, $\max(S^n_s)$ is the maximum relevance score among all the sentences, and $\min(S^n_s)$ is the minimum score among all the sentences.

### 3.5. Summarization and answer presentation

We developed a new question-tailored summarization and answer presentation approach based on clustering technique. As stated earlier, clinical questions are typically long and verbose and frequently relate to multiple topics. Our automatic keyword extraction model effectively extracts content-rich keywords from ad hoc questions, and such keywords can then be used to hierarchically structure the summarized answers.

For example, in the question “How should I treat polymenorrhea in a 14-year-old girl?” the terms “treat”, “polymenorrhea”, “14-year-old” and “girl” are four important content terms, and an ideal answer would incorporate all four terms. However, in reality, most answer passages incorporate fewer content terms and sometimes contain only one of the four terms. We speculate that users would be able to identify the answer more efficiently if the answers could be grouped by the content terms.
Another benefit of this framework is that if physicians were interested in finding a general treatment for “polymenorrhea”, they would be able to examine the answer group containing “treat” and “polymenorrhea” without any age-related terms.

Responding to this motivation, we developed a novel summarization system based on structural clustering using content-bearing terms that provides a more user-friendly answer presentation interface to help physicians quickly and effectively browse answer clusters.

3.5.1. Topical clustering, ranking and hierarchical answer presentation—To extend the spirit of search results clustering, in this paper we propose an innovative hierarchical answer presentation interface in which all relevant passages are grouped into different topics based on two-layer clustering. We presented query-related answer passages that were structurally clustered based on content-bearing query terms rather than merely providing a ranked list of documents as output. Topic labels are assigned to each cluster in AskHERMES using query terms and expanded terms from the UMLS. Using a topic-labeled tree structure generated from first-layer clustering, physicians can easily locate information of interest before delving into more detail. In addition, second-layer clustering provides more refined categories for multi-faceted answers. Each leaf node is a small passage rather than a document, which facilitates browsing.

For query term-based clustering, we use the original query terms (Q) that appear in the question and the UMLS query expansion terms (QE). We first group together all the synonyms (a query term and its expanded terms are represented using the corresponding query term) and then generate root clusters, each of which contains different combinations of these synonym concepts. More formally, we assume that $q_i$ is the $i$th query term in Q and has $M_i$ synonyms $q_{ei1}, q_{ei2}, q_{ei3}, \ldots, q_{eimi}$. By “group together”, we mean that we use $q_i$ to stand for all the synonyms in the clustering, i.e. the $i$th concept. Passages containing different combinations of these concepts in the root node are divided into different clusters. Different variants from each synonym combination additionally lead to hierarchical subclusters.

Fig. 4 further illustrates how the “bucket-based clustering” algorithm works, leading to the kind of hierarchical clustering structure shown in Fig. 5. All buckets/clusters can contain multiple attached passages.

All these hierarchical buckets are generated dynamically, which prevents a combination explosion, an issue especially relevant to complex questions. For a more compact answer presentation, we ignore root nodes to which no sentences are directly attached and promote their children branches one level up. As in Fig. 5, in cases where there is no sentence containing all three sets of the synonym terms in node “Q1, Q3, Q4”, only its children branches are displayed.

We rank clusters based on the query terms appearing in the cluster. We use the same ranking strategy as query weighting in Section 3.2 and sum up all the weights of the query term that occur as the ranking score of this cluster. We also rank the generated root buckets by summing up the IDF values of the query concept it covers. Since there are several synonyms for each query concept in the root buckets, we needed to find a way to choose an IDF value for each collapsed concept. We chose the minimum IDF value among synonyms based on the observation that some common words have rarely used synonyms with very high IDF values.

To further facilitate browsing the results, for the top $p$ ranked clusters (not root clusters), if the number of passages in them exceeds $q$, we conduct a second layer of clustering based on
the content of the passages along more refined semantic dimensions. In our current system, both \( p \) and \( q \) are empirically assigned to 5. For this task, we used Lingo [98], which uses a single vector decomposition approach to find the common labels for clusters and retrieves corresponding content (candidate answer passages in our system) for each cluster. This can generate readable labels for clusters and allow a passage to be put into multiple clusters instead of hard splitting.

3.5.2. Redundancy removal based on longest common substring—Because candidate answers are extracted from multiple sources, it is inevitable that they will contain some redundant information. To address this issue, we explored the longest common substring (\( LCS_{\text{Substring}} \)) [99], which is an algorithm for identifying the longest string (or strings) that is a substring (or are substrings) of two or more strings. We applied \( LCS_{\text{Substring}} \) in our system to remove redundancy among sentences as well as passages that were extracted as candidate answers. The difference between the longest common substring and the longest common subsequence (LCS) is that the former is required to be a continuous substring from the original strings, while the latter consists of all the common subsequences that share the same order but include intervals in between the original strings. Thus, the longest common substring has more constraints than the LCS, and we use it for redundancy removal in our system. To ensure that two units are similar enough to be considered duplicates, we set a threshold empirically. Although the longest common substring has been used for automatic summarization evaluation tasks such as ROUGE-L [100], and has been used for paraphrasing [101,102], it has not yet been reported for removing redundancy as a part of summarization.

4. System implementation

The AskHERMES system is built on the J2EE framework, in which JBoss is used for the application server and the JBoss Seam for building the user interface. JBoss has built-in EJB (Enterprise JavaBeans) caching and a reuse mechanism that enables heavy load accessing. We also built a round-robin load-balancer in the front web server to distribute the accessing load among six backend servers. The six servers are running linux/solaris operating systems in which AskHERMES is deployed. Currently, AskHERMES system response time averages 20 s.

5. Results

In this section, we report our pilot evaluation of the AskHERMES system, which is compared with two frequently used state-of-the-art systems: the commercial Google search engine and the UpToDate clinical database system.

5.1. Evaluation design

To evaluate our AskHERMES system, we randomly selected 60 questions from the ClinicalQuestions collection [40] and asked three physicians (AB, JJC, and JE) for a manual evaluation of the output. For comparison, we also evaluated the Google search engine (using both Google and Google Scholar) and the UpToDate database system on the same set of questions. Our goal was to examine how well each of the three systems answer the questions and define the four metrics in the evaluation as follows:

1. Ease of Use (scale of 1 to 5).
2. Quality of Answer (scale of 1 to 5).
3. Time Spent (in s).
4. The Overall Performance (scale of 1 to 5).
For this pilot evaluation, each physician subject has been presented with a mutually exclusive set of 20 questions randomly selected from our question collection. For each question, each subject has been asked to identify answers from each of the three systems: AskHERMES, Google, and UpToDate, and then assign a score for each system on each evaluation metrics defined above.

5.2. Performance of AskHERMES in comparison with Google and UpToDate

Table 3 shows the results of three systems. These results show that AskHERMES’ Ease of Use score was very competitive with the same median evaluation score of 4 as both of the other systems, achieving an average score of 4.079 compared to the best score of 4.132 for UpToDate, which suggests that our clustering-based presentation interface is quite effective and beneficial in terms of user friendliness. This is also reflected in the fact that although AskHERMES has a slower response time than the other systems (a several second delay), the system’s ease of use is compensating for that lost time so that Time Spent scores are comparable.

With regard to Quality of Answer, UpToDate attained the best score of 4, which is to be expected since it incorporates a rich domain-specific knowledge resource that is more clinically oriented. Although AskHERMES received the lowest score in this category, its difference with Google in this respect is not statistically significant (Wilcoxon signed test, p > 0.1).

Similarly, AskHERMES’ Overall Performance evaluation score was slightly lower than the UpToDate system, but as Table 4 shows, the pair-wise performance comparison of the three systems shows no statistically significant differences (p > 0.1) based on a two-sided Wilcoxon signed rank test. We also found that AskHERMES yielded the smallest standard deviation in the metrics for Quality of Answer (1.445) and Overall Performance (1.427) compared to Google (1.706/1.603) and UpToDate (1.653/1.636), demonstrating its robustness and ability to adapt.

5.3. Impact of question length on the quality of answers

To gain further understanding of the quality of AskHERMES’ performance, we examined the questions that each system performed best on, as shown in Fig. 6. We found that each system has its own strengths for different kinds of questions; as Fig. 6 shows, AskHERMES performs best at answering complex questions within specific contexts, such as relationships, comparisons, and restrictions; Google performs best at answering short questions that can be answered in the open domain; and UpToDate performs best at answering short clinical questions on specific topics.

Fig. 7 shows the relationship between answer quality and the number of words in a given question, demonstrating that Google and UpToDate’s performance fluctuates for different questions while AskHERMES performs consistently across different questions. We observed that when questions contain more than 25–35 words, Google and UpToDate produce particularly poor answers compared to our system. Furthermore, we found that only when the word count of a question is less than 25 does UpToDate perform statistically better (p < 0.04) than AskHERMES for Quality of Answer. These results demonstrate that AskHERMES has a great potential for answering clinical questions, which are usually long and complex, despite its being a fully automatic system, in contrast to UpToDate, which relies on a great deal of manual effort.
6. Discussion

Currently, the development of AskHERMES is in an early stage, and the data resources it has indexed are very limited. Moreover, AskHERMES is an automatic QA system, while UpToDate uses domain experts to manually select only clinically related knowledge. Additionally, AskHERMES currently does not have access to all the full-text articles on a subject. As open-access full-text biomedical articles become increasingly available, we speculate that the performance of AskHERMES will be greatly improved.

Our pilot evaluation found that AskHERMES is competitive with other clinical information resources. The overall evaluation score of AskHERMES is not as high as UpToDate, but there were no statistically significant differences, according to Wilcoxon signed tests. Note that this is still a preliminary evaluation of our system, and the statistical test might be underpowered based on the current sample size, which therefore needs more investigation and validation on a larger scale evaluation with more independent samples in future work. Notably, we found that AskHERMES can actually perform better with longer and more complex clinical questions, which suggests that its integration of a question analysis component and domain-specific ontology offers AskHERMES the ability to understand and correctly recognize the information needs of physicians.

UpToDate is compiled by experts, while AskHERMES automatically assembles information from natural language texts. Frequently, the texts from which AskHERMES extracted information are not clinically relevant, and therefore, the non-relevancy leads to a lower performance. In addition, AskHERMES is built upon limited text resources, while UpToDate and Google Scholar have a much richer resource including full-text articles and e-books. The aforementioned factors all contribute to AskHERMES’ performance. We emphasize that despite the advantages of UpToDate and Google Scholar in their resources, the differences between AskHERMES and Google Scholar or UpToDate as shown in Table 4 were not statistically significant. Moreover, AskHERMES has achieved the same overall performance score (as shown in Table 3), suggesting that AskHERMES has the potential to outperform UpToDate and Google Scholar if rich resources are available.

On the other hand, AskHERMES holds a number of advantages over Google and UpToDate. First, the novel clustering-based summarization and presentation it offers have a clear advantage over the long document lists retrieved from Google, with the potential to save busy physicians’ time in retrieving potentially irrelevant documents. Second, AskHERMES is a fully automatic system, providing an unbeatable advantage over UpToDate in that it does not rely on time-consuming, labor-intensive human effort to maintain and update the system. Third, to use UpToDate, physicians are required to formulate their information needs clearly and succinctly and are required to know the workings of the UpToDate system, while AskHERMES requires little training, as the system has been developed to do this work itself.

Furthermore, there are some specific features of our system beyond the evaluation itself that can be summarized as follows:

1. By using structural clustering based on content-bearing query terms, AskHERMES can deal with questions covering multiple focuses or topics. For example, in the question “What is the cause and treatment of this old man’s stomatitis?” there are two foci: “cause” and “treatment”, and it is very difficult to find a single sentence or a succinct passage that can cover both of them. AskHERMES can automatically separate “cause” and “treatment” based on query term-based clustering, as shown in Fig. 8.
2. LCS-based ranking and matching enables AskHERMES to immediately identify the best answer when the answer is similar enough to the question no matter how complex the question is. Fig. 9 shows the answer to the question “What is the difference between the Denver II and the regular Denver Developmental Screening Test?” where the highest-ranked sentence in our system’s output is the correct answer.

3. In order to help physicians easily obtain information from different points of view, the answer presentation interface in AskHERMES provides both clustered answers (illustrated in Fig. 8) and ranked answers (illustrated in Fig. 10). If a user’s question is simple enough or very specific, the user may find answers from ranked answers more quickly. Moreover, related questions (Fig. 10) retrieved from our question collection are also provided by our ‘interactive’ interface to assist physicians who may want to view answers to related questions.

In summary, clinical question answering is a very challenging task, and no current system can always perform well on the myriad questions that can be asked of it. AskHERMES provides a practical and competitive alternative to help physicians find answers.

7. Conclusions and future work

We present our online clinical question answering system, AskHERMES, which aims to help physicians quickly meet their information needs. The system relies on the use of supervised and unsupervised learning techniques in different components for exploring various linguistic features. AskHERMES is currently able to analyze and understand complex clinical questions of diverse types that cannot be answered by factoids or single sentences.

Our pilot evaluation shows that AskHERMES performs comparably to such state-of-the-art systems as Google and the UpToDate. In particular, our system demonstrates a better ability to answer long and complex clinical questions than other systems, showing robustness across questions of different word counts. In general, according to our preliminary results, there were no statistically significant differences between AskHERMES and the other two systems.

Since AskHERMES currently does not integrate the clinical evidence identification component that is manually entered by UpToDate, we plan to develop an automatic system to recognize clinical information to further enhance the answer quality of AskHERMES. Instead of document-based retrieval, we will investigate retrieving clinical information directly based on passage units for which we will also analyze more systematic ways of integrating keyword information. In addition, we are seeking more effective ways for improving the precision of query expansion, as explored in [103–105]. Finally, a future line of research is to conduct more extensive evaluations on the AskHERMES system, including intrinsic evaluation of clustering approach for summarization, extrinsic evaluation of the whole system using a larger data set as well as comparing with existing systems, such as Essie system (http://essie.nlm.nih.gov/), and Semantic Medline (http://skr3.nlm.nih.gov/SemMedDemo/).
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Fig. 1.
The AskHERMES architecture.
Table 3. Thirty-Day Clinical Outcome in Patients With Acute Coronary Syndromes in Clinical Trials

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Number of Patients</th>
<th>Death(%)</th>
<th>MI(%)</th>
<th>Major Bleed(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMI-3</td>
<td>1994</td>
<td>1473</td>
<td>2.5</td>
<td>9.0</td>
<td>0.3</td>
</tr>
<tr>
<td>GUSTO-Ib</td>
<td>1997</td>
<td>8,011</td>
<td>3.8</td>
<td>6.0</td>
<td>1.0</td>
</tr>
<tr>
<td>ESSENCE-I</td>
<td>1998</td>
<td>3,171</td>
<td>3.3</td>
<td>4.5</td>
<td>1.1</td>
</tr>
<tr>
<td>PARAGON-A</td>
<td>1999</td>
<td>2,282</td>
<td>3.2</td>
<td>10.3</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Fig. 2.
An excerpt of a partial table appearing in an eMedicine article.
Fig. 3.
An excerpt of a list from a guideline in National Guideline Clearinghouse.

<table>
<thead>
<tr>
<th>Guideline Title: Diabetes management in correctional institutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival Skills</td>
</tr>
<tr>
<td>• Hypo-/hyperglycemia</td>
</tr>
<tr>
<td>• Sick day management</td>
</tr>
<tr>
<td>• Medication</td>
</tr>
<tr>
<td>• Monitoring</td>
</tr>
<tr>
<td>• Foot care</td>
</tr>
</tbody>
</table>
\{p\} : extracted passage set sorted by ranking
\{q\} : query concept set containing collapsed synonyms
r : root of the generated clustering tree

for all p in \{p\} do
  \{c\} = getMatchedConcepts(p,\{q\});
  if (findRootNode(\{c\}, r)) then
    rootNode = findRootNode(\{c\}, r);
  else
    rootNode = createRootNode(\{c\}, r);
  endif
  if (there is variance of synonyms in any c in \{c\}) then
    if (findTermNode(\{c\}, rootNode)) then
      termNode = findTermNode(\{c\}, rootNode);
    else
      termNode = createTermNode(\{c\}, rootNode);
    endif
    add(p,termNode);
  else
    add(p, rootNode);
  endif
endfor

Fig. 4.
Query term-based clustering algorithm.
Fig. 5.
Illustration of hierarchical clustering structure based on query terms.
AskHERMES
1) What two- and three-drug combinations are reasonable to consider for hypertension?
2) How good is the serum test (elisa (enzyme-linked immunosorbent assay) or cie (counterimmunoelectrophoresis)) for giardia (as opposed to 3 stools for ova and parasites)?
3) Do we immobilize pulmonary arteries at this institution? do we do this procedure? (resident mentioned sarcoma.)
4) Had shoulder injury and after repaired was about to return to work but developed severe hives requiring steroids. what caused the hives? was it angioedema due to being stressed about returning to work?

Google
1) How do you report a bonferroni correction to the p-value?
2) What causes urinary frequency and dysuria in a child with a normal urinalysis?
3) Ovarian stromal cyst removed by gynecologist. they found, at that time, a "streak" ovary. what is the etiology and embryonic development associated with this condition?
4) How does pulmonary artery banding work on tricuspid atresia?

UpToDate
1) I haven't treated mastitis in awhile -- is there anything new being used for treatment?
2) I'm always uncomfortable with how quickly to move in terms of workup (patient had been having tia (transient ischemic attack) symptoms for several weeks)
3) Is there any treatment for daytime or nighttime bruxism (teeth grinding) or jaw clenching in an adult, especially if it may be causing temporomandibular joint (tmj) syndrome?
4) nicorette gum. what is the dose?

Fig. 6.
Sample questions that different systems perform best on.
Fig. 7.
Scatter graph of quality of answer and number of words in question.
Fig. 8. AskHERMES’ answers to “What is the cause and treatment of this old man’s stomatitis?” (both focuses are covered in a succinct way).
Fig. 9.
AskHERMES’ answers to the question “What is the difference between the Denver II and the regular Denver Developmental Screening Test?".
**Fig. 10.**
Illustration of AskHERMES’ interface for ranked answers and related questions on the query “what is the cause and treatment of this old man’s stomatitis?”.
Table 1

A typology of question types, with representative examples, collected by Ely and associates in four studies. The left column represents the proportion of generic question types that the 4654 questions could be mapped to; questions beginning with the interrogatives “What”, “How”, “Do”, and “Can” account for 2231 (or 48%), 697 (or 15%), 320 (or 7%), and 187 (or 4%) of the questions, respectively. Representative examples are in the right column.

<table>
<thead>
<tr>
<th>General question type (and percentage)</th>
<th>Sample questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>“What …” (48%)</td>
<td>1. What is the cause and treatment of this old man’s stomatitis?</td>
</tr>
<tr>
<td></td>
<td>2. What should you do with someone who is not getting better from epicondylitis after physical therapy and nonsteroidal anti-inflammatory drugs have not worked?</td>
</tr>
<tr>
<td>“How …” (15%)</td>
<td>3. How long should you leave a patient on Coumadin and heparin?</td>
</tr>
<tr>
<td>“Do …” (7%)</td>
<td>4. Do angiotensin II inhibitors work like regular angiotensin converting enzyme inhibitors to preserve kidney function in mild diabetes?</td>
</tr>
<tr>
<td>“Can …” (4%)</td>
<td>5. Can Lorabid cause headaches?</td>
</tr>
<tr>
<td>Others (25%)</td>
<td>6. I wonder if this patient could have a rotator cuff thing?</td>
</tr>
</tbody>
</table>
Table 2
A list of online non-clinical question answering systems.

<table>
<thead>
<tr>
<th>System</th>
<th>Domain</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AnswerBus (<a href="http://www.answergstage.com/index.shtml">http://www.answergstage.com/index.shtml</a>)</td>
<td>Open domain</td>
<td>Returns relevant documents from WWW in response to an ad hoc question</td>
</tr>
<tr>
<td>Ask (<a href="http://www.ask.com/">http://www.ask.com/</a>)</td>
<td>Open domain</td>
<td>Returns relevant paragraphs in response to a particular question</td>
</tr>
<tr>
<td>BrainBoost (<a href="http://www.answers.com/bb/">http://www.answers.com/bb/</a>)</td>
<td>Open domain</td>
<td>Returns sentences relevant to an ad hoc question</td>
</tr>
<tr>
<td>EAGLi (<a href="http://eagl.unige.ch/EAGLi/">http://eagl.unige.ch/EAGLi/</a>)</td>
<td>Genomics domain</td>
<td>Returns MEDLINE documents in response to an ad hoc genomics question</td>
</tr>
<tr>
<td>Start (<a href="http://start.csail.mit.edu/">http://start.csail.mit.edu/</a>)</td>
<td>Open domain</td>
<td>Returns a short phrase in response to a factoid question</td>
</tr>
<tr>
<td>Why-Question (<a href="http://lands.let.ru.nl/cgi-bin/retrieve_wikidoc.pl/">http://lands.let.ru.nl/cgi-bin/retrieve_wikidoc.pl/</a>)</td>
<td>Open domain</td>
<td>Returns relevant paragraphs in Wikipedia in response to a why-type question</td>
</tr>
<tr>
<td>KnowItAll (<a href="http://www.cs.washington.edu/research/knowitall/">http://www.cs.washington.edu/research/knowitall/</a>)</td>
<td>Open domain</td>
<td>Returns a list of extracted relations in response of a predicative query</td>
</tr>
<tr>
<td>Wolfram Alpha (<a href="http://www.wolframalpha.com">http://www.wolframalpha.com</a>)</td>
<td>Open domain</td>
<td>Computational knowledge engine based on internal database</td>
</tr>
</tbody>
</table>
**Table 3**

Median evaluation score (with Interquartile range shown in parentheses) of Google, UpToDate and AskHERMES.

<table>
<thead>
<tr>
<th></th>
<th>Google</th>
<th>UpToDate</th>
<th>AskHERMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td>4 (3, 5)</td>
<td>4 (4, 5)</td>
<td>4 (3.75, 5)</td>
</tr>
<tr>
<td>Quality of answer</td>
<td>3 (1, 4.25)</td>
<td>4 (1, 5)</td>
<td>2.5 (1, 4)</td>
</tr>
<tr>
<td>Time spent (s)</td>
<td>2.5 (2, 5)</td>
<td>3 (2, 5)</td>
<td>4 (2, 5)</td>
</tr>
<tr>
<td>Overall performance</td>
<td>3 (1, 4)</td>
<td>4 (1, 5)</td>
<td>3 (1, 4)</td>
</tr>
</tbody>
</table>
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Table 4

Wilcoxon signed test (based on negative ranks) for overall performance comparison of the three systems ($Z$ is the normal approximation value; $p$ value indicates the significance level).

<table>
<thead>
<tr>
<th></th>
<th>Z</th>
<th>$p$ value (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall: Google – Overall: AskHERMES</td>
<td>−0.800</td>
<td>.423</td>
</tr>
<tr>
<td>Overall: Uptodate – Overall: AskHERMES</td>
<td>−1.604</td>
<td>.109</td>
</tr>
<tr>
<td>Overall: UptoDate – Overall: Google</td>
<td>−1.175</td>
<td>.240</td>
</tr>
</tbody>
</table>