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Controlled medical vocabularies are useful in appli-
cation areas such as medical information-systems
and decision-support. However, such vocabularies
are large and complex, and working with them can
be daunting. It is important to provide a means for
orienting users to the vocabulary's contents. This
paper introduces a methodology for partitioning a
vocabulary into small, meaningful pieces. The par-
titioning is done with respect to the vocabulary's
IS-A hierarchy. The methodology, based on a set
of rules for re�ning the IS-A hierarchy, is a pro-
cess carried out by a user in conjunction with the
computer. The methodology is demonstrated on a
complex portion of a vocabulary.

INTRODUCTION

Controlled medical vocabularies (\vocabularies"
for short) [1,2] play an important role in many
medical enterprises that employ a large number
of disparate information systems (e.g., clinical
databases). Often, each such system has its own
inherent \language" or terminology. A vocabulary
allows for the integration of the di�erent systems
and the standardization of common information
handling tasks, helping to reduce the overall cost
of data processing. A vocabulary can also aid in
the orientation of users of the information systems.

However, a vocabulary can be of an over-
whelming complexity. E.g., the Medical Entities
Dictionary (MED) [1], developed at Columbia-
Presbyterian Medical Center, contains over 48,000
concepts, over 61,000 IS-A links and over 71,000
other links. Obviously, comprehending such a vo-
cabulary is extremely di�cult.

To enhance vocabulary comprehension, we have
mapped the MED into an object-oriented database
(OODB) schema [3,4]. The schema of this OODB,
called the Object-Oriented Healthcare Vocabulary
Repository, captures the structure of the vocabu-
lary in a compact form which aids comprehension.
However, each class in the schema contains on av-
erage about 500 concepts. Thus, further compre-
hension e�orts are needed.

In this paper, we present a methodology to
make large, complex vocabularies easier to under-
stand. Our approach is based on the partition-
ing of the vocabulary intomanageably-sized, mean-
ingful units. The partitioning centers around the
IS-A hierarchy which relates specialized concepts
(sub-concepts) to generalized concepts (super-
concepts). It serves as the vocabulary's backbone
and supports property inheritance.
Our methodology is based on the following
premises: (1) A vocabulary's IS-A hierarchy is
more comprehensible than the entire vocabulary;
(2) An IS-A hierarchy consisting of a collection of
trees is easier to comprehend than a lattice con-
taining the same number of concepts. With these
in mind, we present a methodology for extract-
ing from a vocabulary (typically represented as a
semantic network) a hierarchy composed of small
trees, each representing a logical unit whose graph-
ical representation can �t neatly on a computer
screen. This hierarchy greatly enhances compre-
hension of the original vocabulary by users and
system designers. The methodology is a joint ef-
fort of a user (the vocabulary designer or manager)
and a computer. The process requires that a user,
with the help of the computer, �rst re�ne the IS-
A hierarchy according to some prescribed rules [5].
Then the computer can reduce the vocabulary to
a collection of reasonably-sized trees.

In [5], we used a similar paradigm to parti-
tion large OODB subclass hierarchies. This paper
presents an adaptation to a vocabulary's IS-A hier-
archy and introduces a partitioning methodology.
The IS-A relationship is di�erentiated into four
kinds of relationships, three of which are unique
to our approach. The paper demonstrates our
methodology on a complex subnet of the MED.

PARTITIONING FRAMEWORK

Throughout this paper, a vocabulary is a semantic
network of concepts. The links are the semantic
relationships (e.g., IS-A) between the concepts. As
a �rst step, all non-IS-A relationships are removed
from the network. The user, with the computer's
aid, is required to make some re�nements to the
vocabulary's IS-A hierarchy before the computer
performs the partitioning step. The re�nement is
carried out with respect to a set of prescribed rules
based on the distinction between two major kinds
of IS-A relationships [6]: CATEGORY-OF (ab-
breviated CATG-OF) and ROLE-OF .
De�nition 1: CATG-OF relates a specialized
concept to a more general concept when both are
in the same context.
De�nition 2: ROLE-OF relates a specialized
concept to a more general concept when both are
in di�erent application contexts.

The decision whether a given IS-A relationship
is a CATG-OF or a ROLE-OF depends on whether
the super-concept and sub-concept are in the same
context or not. An intuitive understanding of the



application is required to make such a decision.
However, this decision is not always easy. In spite
of extensive research (e.g., [7,8]), there is no widely
accepted de�nition of context. As was shown in
[8], researchers disagree on what contexts are. In
our approach, we are not trying to de�ne the no-
tion of context. Rather, we are making the prethe-
oretical (axiomatic) assumption that contexts ex-
ist in human thinking, and we are requiring the
designers of an application to identify them ex-
plicitly. Hence, the need for human assistance in
the partitioning process.

In [5], we provided a theoretical paradigm for
assigning of classes to contexts in an OODB
schema, resulting in a \forest" subhierarchy (i.e.,
a collection of trees) of the original hierarchy. The
choice between CATG-OF and ROLE-OF is sup-
ported by three prescribed rules which ensure that
a forest subhierarchy can be identi�ed. For lack of
space, we state the rules modi�ed to a semantic
network without any explanations.(See [5].)
Rule 1: A concept must belong to exactly one
context. Thus, the concepts of a hierarchy are
partitioned into disjoint contexts.
Rule 2: Two concepts which have a CATG-
OF ancestor concept can neither have a common
CATG-OF descendant concept, nor can one be a
CATG-OF descendant of the other.
Rule 3: For each context there exists one concept
which is the major (or de�ning) concept for this
context such that every concept in this context is
a descendant of this concept.

We have proved that if these three rules are sat-
is�ed, then a concept has at most one CATG-OF
super-concept. (See [5].) Due to this, we can
guarantee that the CATG-OF hierarchy can be
partitioned into a collection of trees. This forest
structure serves to enhance comprehension of the
original hierarchy. The trees denote contexts that
concentrate on speci�c subjects and provide users
with a focused view of the vocabulary.

METHODOLOGY FOR HIERARCHY
REFINEMENT

In the following description, we will explicitly note
which parts are performed by the computer and
which by a human expert. Extensive examples of
the steps will be given in the next section.
Step 1 (Computer): Remove all relationships
other than IS-A.
Step 2 (User assisted by the Computer):
Re�ne the IS-A hierarchy of the vocabulary in or-
der to satisfy the above three rules.

By the user's judgment, every IS-A link be-
comes either a CATG-OF or a ROLE-OF. Then
the computer can partition the hierarchy into trees
of the CATG-OF links.

Step 2 consists of a sequence of substeps car-
ried out by a vocabulary administrator or domain
expert. The domain expert makes some judg-
ments based on his understanding of the appli-
cation, while the computer performs supporting
tasks which do not require complex, intuitive de-
cisions. The judgments required of the expert are:
1. De�ning some IS-A relationships as ROLE-

OF while others are de�ned as CATG-OF so
that the three rules are satis�ed.

2. Identifying disjoint contexts which correspond
to subtrees of CATG-OF relationships.

We will introduce an additional three-way distinc-
tion between kinds of ROLE-OF relationships.
Step 2.1 (Computer) Topological sort
Number the concepts in the hierarchy according
to the order in which they are visited by a left-to-
right breadth-�rst search.
Step 2.2 (Human) Identify roots of contexts
Scan the hierarchy top-down according to the or-
der from Step 1. Identify concepts which should be
de�ning concepts (roots) for contexts. The choice
is made by the meaning and importance of a con-
cept compared to its super-concepts' meanings.

After these concepts are identi�ed, they be-
come ROLE-OF their super-concepts to start new
contexts rather than re�ne their super-concepts.
This kind of ROLE-OF relationship is a ROLE-
OF Type I denoting a switch of context between
a super-concept and a sub-concept.
Step 2.3 (Computer) Bottom up listing
List all concepts with multiple super-concepts in
bottom-up order. (Below we will explain why
bottom-up processing is used here.)
Step 2.4 (Human) Identify primary parent
For each concept listed in Step 2.3, the expert
needs to identify at most one super-concept in
the same context. The IS-A relationship to this
super-concept will then be CATG-OF, while all
other super-concepts are designated ROLE-OF to
denote that they belong to di�erent contexts.

In our experience, an expert can usually eas-
ily determine which of the multiple super-concepts
is the de�ning one, i.e., in the same context and
should have a CATG-OF relationship directed to
it. In a few cases, this decision is not easy. Then
we try to determine which super-concept, if any,
should have a CATG-OF relationship pointing to
it, based on the partial context information we
have already accumulated in our bottom-up pro-
cessing. We distinguish three cases.
Case 1: One of the super-concepts is de�ni-

tional while the others are functional .
We look into the context to which the sub-concept
and its descendants belong. If it is de�nitional,
we will prefer the de�nitional super-concept. If
it is functional, then we will prefer the functional
super-concept (or if there are several functional
super-concepts, we will prefer the one which �ts
the function described in the context of the sub-
concept). If the sub-concept is the only concept in
its context, we will choose the de�nitional super-
concept. In this case, one super-concept is chosen
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as primary super-concept. The concept becomes
CATG-OF this primary super-concept and ROLE-
OF the other super-concepts. This ROLE-OF is
Type I since a context-switch occurs.

Case 2: All super-concepts are de�nitional with
the same or indistinguishable importance because
each contributes equally to the de�nition of the
sub-concept .
The concept with multiple super-concepts could
belong to the context of any of its super-concepts.
However, by Rule 1 it cannot belong to more than
one context. Also, we have no reason to prefer one
over the other. Each choice will disassociate the
concept from some other contexts. The solution is
to require that such a concept start a new context
representing an intersection of the contexts of all
its super-concepts. Thus, this concept is ROLE-
OF all its super-concepts. We call these relation-
ships ROLE-OF Type II . ROLE-OF Type II is not
an actual case of a context-switch but an arti�cial
one required in order to satisfy the rules.

Case 3: The sub-concept is a combination of
the multiple super-concepts in di�erent contexts,
but one of them contributes more to the meaning
than the others .
The CATG-OF relationship should point to the
preferred super-concept, as both concepts appro-
priately belong in the same context, while the
other IS-A relationships should be ROLE-OF.

Step 2.5 (Computer) Find diamond structures
Scan the hierarchy bottom-up to �nd all the con-
cepts with more than one super-concept. For each
such concept a and for each pair of super-concepts
s1 and s2 of a, �nd a lowest common ancestor b
of both s1 and s2. For each pair of such concepts
a and b, output the IS-A subhierarchy containing
a, b, and all the concepts which are descendants
of b and ancestors of a. We call such a subhierar-
chy a diamond structure ha; bi (Figure 1 (a)). The
concept a is called the source and b is the sink .

Step 2.6 (Human) \Cut" the diamonds
Each diamond must contain concepts from more
than one context to ful�ll Rule 2. After Steps 2.1{
2.5, this should be true. However, there is one sce-
nario where we must arti�cially change the CATG-
OFs to ROLE-OFs in order to resolve a contra-
diction. We call this situation the Contradicting
Diamond Case and it occurs when the source d of
hd; ai is a ROLE-OF Type II of its super-concepts.
All other concepts in the diamond then belong to
one context. Since d is the intersection of two
super-concepts b and c, both cannot belong to the
same context of their super-concept a. Otherwise,
the intersection must belong to this common con-
text. Thus, the concepts b and c also constitute
separate contexts. The CATG-OFs are changed
to ROLE-OFs. We call such a relationship ROLE-
OF Type III. Originally, the link was a CATG-OF,
but due to Rule 2 it now becomes a ROLE-OF (see
Figure 1 (b)).

The steps used both top-down (2.1,2.2) and
bottom-up (2.3,2.4,2.5,2.6) processing. The deter-
mination of the context of concepts is done top-
down, as the context concept itself has a top-down
nature with the root de�ning the context of its
descendants. When scanning the hierarchy top-
down, an expert can identify when a concept de-
�nes a new context. However, when trying to de-
termine the concept's context from among those of
its super-concepts, we need to know which descen-
dants of the concept belong to the same context.

At this point, the computer partitions the IS-A
hierarchy into a collection of trees as follows.
Step 3 (Computer): Remove all ROLE-OF re-
lationships from the re�ned IS-A hierarchy.

We will have trees since no concept has multiple
CATG-OF parents.

APPLYING THE METHODOLOGY

We will apply the methodology to a subnetwork of
the MED with a very complex hierarchy. We be-
lieve that the successful application of the method
to the complex subnetwork will demonstrate the
probable applicability to the MED as a whole. In
the MED, the concept Cortisporin Opth Oint
(40) has the most ancestors: 39. We will focus
on the subnetwork containing this concept and all
its ancestors. We will call it CN. Overall, CN
contains 62 IS-A relationships and 157 other links.
Figure 2 shows CN after Step 1.

Next, the computer performs a topological sort
in Step 2.1, yielding the numbering 1{40 (Fig-
ure 3) used by the expert to scan the hierarchy
top-down to �nd all concepts which de�ne new
contexts (Step 2.2). All IS-A relationships from
these concepts are re�ned to ROLE-OF. Denoting
an IS-A relationship as CATG-OF or ROLE-OF,
the designer makes a modeling decision which may
di�er from one designer to another, in
uencing the
emerging contexts. Decisions of a pharmacist will
di�er from those of a surgeon. Thus, each will
create a di�erent partitioning which represents his
perspective on the vocabulary's overall interpreta-
tion. Here, we try to take the view of a general
vocabulary administrator.

Let us see some examples of Step 2.2. The
concept Drug Allergy Class (9) has one super-
concept Pharmacy Concepts, a broad term that
refers to various ways of grouping drug concepts.
But the concept (9) is a group of drug concepts
with allergic or antiallergic e�ects. Thus, it repre-
sents one drug classi�cation according to new di-
mensions and is the de�ning concept for a context.
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Figure 2: Complex subnetwork (CN) from MED
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Figure 3: CN with CATG-OF and ROLE-OF
It is a Type I ROLE-OF of its super-concept. See
Figure 3; note that we have used dashed lines for
ROLE-OF to distinguish it from CATG-OF.

Consider Glucocorticoid Agents (29); it
has two super-concepts, Adrenal Agents (24)
and Anti-In
ammatory Agents (20). Gluco-
corticoid Agents are secreted by Adrenal glands.
Thus Adrenal Agents indicates the physiologi-
cal source for the glucocorticoid group of agents.
Another child of (24) is mineralocorticoids (not
shown) which are functionally distinct from glu-
cocorticoids. (20) is a heterogeneous set that in-
cludes steroidal anti-in
ammatory drugs like glu-
cocorticoids and non-steroidal anti-in
ammatory
agents like Aspirin and Phenylbutazone Prepara-
tions. Thus, (29) starts a new context and is a
Type I ROLE-OF its two super-concepts.

After applying Step 2.2, we have 11 de�n-
ing concepts and contexts. These concepts, ex-
cept Medical Entity, are ROLE-OF their super-
concepts (see Figure 3).

In step 2.3, the computer �nds the concepts
with more than one super-concept in bottom-up
order. The expert needs to identify one primary
super-concept for these concepts, in Step 2.4. E.g.,
(40) has three super-concepts, Bacitracin/Hy-
drocortisone/Neomycin/Polymyxin B
Combination Preparations (39), Drug Dis-
pensed by Gram (15) and EENT Antibiotics
(28). (39) de�nes the chemicals that form (40).
It uniquely de�nes the structural components of
the ointment, and thus by Case 1 it is the primary
super-concept of (40). The super-concept (15)
speci�es the mode of dispensation, and the super-
concept (28) speci�es the site and action, so both
do not de�ne the context of the concept. Thus, by
Case 1, (40) is CATG-OF (39), and ROLE-OF
both (15) and (28).

Let us check another example. (39) has
two super-concepts, Bacitracin/Neomycin/-
Polymyxin B Combination Preparations
(37) and Hydrocortisone/Neomycin/Poly-
myxin B Combination Preparations (38).
Both contribute Neomycin and Polymyxin B to
the concept. In addition, (37) contributes Baci-
tracin, and (38) contributes Hydrocortisone. All
these chemicals together de�ne (39). According
to Case 2 of Step 2.4, it is not possible to identify
the primary super-concept. Hence, it is ROLE-OF
of them both. This kind of ROLE-OF is Type II
(marked with \II" in the �gures).

After Step 2.4 is completed, none of the con-
cepts has more than one CATG-OF super-concept.

After identifying all the diamond structures in
bottom-up order in step 2.5, we need to check if
any is a \contradicting diamond case" (Step 2.6).
If so, then we need to change the appropriate
CATG-OFs to ROLE-OFs.

Let us examine the diamond with source Ba-
citracin/Polymyxin B Combination Prepa-
rations (35) and sink Miscellaneous Antibi-
otics (27). After Steps 2.2 and 2.4, both concepts
Bacitracin Preparations(31) and Polymyxin
B Preparations (33) are CATG-OF (27). The
source concept (35) is Type II ROLE-OF both
(31) and (33) according to Step 2.4. This dia-
mond structure is a contradicting case. Thus, at
least one of (31) and (33) must have a Type III
ROLE-OF of its super-concept (27). Since (31)
and (33) are in the same situation as we analyzed
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Figure 4: Forest hierarchy of CN
before, both are given this designation ROLE-OF
III. (\III" in Figure 3). This is the only con-
tradicting diamond structure in CN. This way, we
convey that both concepts (31) and (33) were sep-
arated from their parent's contexts just to ful�ll
Rule 2. But for other purposes, they may be part
of the context to which (27) belongs.

Now, Step 3 is carried out by the computer
which removes all ROLE-OF relationships to ob-
tain the forest subhierarchy of the original sub-
network. Figure 4 shows the di�erent contexts as
trees in the forest. The relationship between con-
cepts of di�erent contexts (trees) is ROLE-OF.

The CN hierarchy is partitioned into 18 con-
texts, many of which are very small and seem to
be too detailed. But this is not a typical subnet-
work of the MED. By choosing CN, we picked
a network with many interrelated subjects. Also,
the contexts in Figure 4 are not complete since
some context members that are not ancestors of
(40) are not shown. E.g., (35) has other children
Polysporin Opth. Oint. 3.5 Gm, Polysporin Topi-
cal Oint. 30 Gm, UD Polysporin Oint., etc. which
are in the same context as (35). We applied our
methodology to the InterMED (an o�shoot of the
MED) of 3,000 concepts. It is partitioned into 545
contexts, 394 of them consist of single concept due
to InterMED's incompleteness. (I.e., if more con-
cepts of the MED are added to the InterMED,
then some of these singleton concepts will get de-
scendants and turn into actual contexts.) Thus,
the InterMED is practically partitioned into 151
actual contexts with average size of 16.
CONCLUSIONS

Vocabularies are important tools for many medical
information processing tasks. Unfortunately, un-
derstanding a large complex vocabulary is di�cult
and time-consuming. In this paper, we present
a methodology for partitioning a vocabulary into
manageably sized meaningful units called contexts
to aid comprehension. The partitioning centers
around the IS-A hierarchy. The user, assisted by
the computer, re�nes the IS-A relationships into 4
kinds of relationships. The subhierarchy consist-
ing of one kind of the re�ned IS-A relationships
results in a partition of the original vocabulary
into a collection of trees representing contexts. As
a result, the user can focus each time on a single
context or the interaction between pairs of con-
texts. We believe that, for some applications, this
may present a major improvement over studying
\the part of the vocabulary that happens to be
displayed on the screen."
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