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Abstract The C anon Group is an informal organization of medical informatics researchers 
who are working on the problem of developing a “deeper” representation formalism for use in 
exchanging data and developing applications. Individuals in the group represent experts in such 
areas as knowledge representation and computational linguistics, as well as in a variety of medical 
subdisciplines. All share the view that current mechanisms for the characterization of medical 
phenomena are either inadequate (limited or rigid) or idiosyncratic (useful for a specific application 
but incapable of being generalized or extended). The Group proposes to focus on the design of a 
general schema for medical-language representation including the specification of the resources and 
associated procedures required to map language (including standard terminologies) into 
representations that make all implicit relations “visible,” reveal “hidden attributes,” and generally 
resolve ambiguous or vague references. The Group is proceeding by examining large numbers of 
texts (records) in medical sub-domains to identify candidate “concepts” and by attempting to 
develop general rules and representations for elements such as attributes and values so that all 
concepts may be expressed uniformly. 
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The purpose of this paper is to explicate the Canon 
Group’s position and the principles that guide its 
work. The group name-“Canon’‘-reflects the 
Group’s goal of establishing a basis for the canonical 
representation of medical concepts.” 
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*The Group uses “canon” in the sense of "...4. a) an accepted 
principal or rule b) a criterion or standard of judgment c) a body 
of principles, rules, standards, or norms [LGk kan(o-)n, fr. Gk, 
model]” (Webster’s 7th International Unabridged Dictionary). 

As the title of this paper suggests, we believe that it 
is important for the medical community to have a 
common, uniform, and comprehensive approach to 
the representation of medical information-a “lan- 
guage” to use in expressing precisely the many de- 
tails of medical observation, diagnosis, and patient 
management. We do not believe that the basis for 
such an approach exists today in any of the standard 
methods for the recording of medical data with con- 
trolled vocabularies (such as the Systematized No- 
menclature of Medicine [SNOMED], the Interna- 
tional Classification of Diseases, 9th ed. [ICD-9], etc.) 
or in extensions or combinations of standard voca- 
bularies (such as may be possible with the Unified 
Medical Language System [UMLS]). While we strongly 
believe that an appropriate solution will support many 
automated-processing applications, including the di- 
rect processing of medical natural language, it is clear 
that the output of any particular automatic process, 
such as natural-language processing (NLP), will not 
in itself constitute a solution. Indeed, the quality of 
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the output of an automated process will depend on 
the ability of a system to represent and interpret 
medical concepts. Without a consensus on the notion 
of what a medical “concept” might be, and how it 
can be composed, and without an accepted standard 
for the representation of concepts in a form that can 
be manipulated by computers, there can be no au- 
tomation. We therefore emphasize the need for a 
formal language-a “representation language”-with 
an associated set of meaning-bearing symbols (like 
“words”), a syntax (or rules that specify how words 
may be combined), and a semantics (or rules that 
make clear what relations words or their combina- 
tions have to one another). But we do not propose 
to create another “standard” vocabulary; the “med- 
ical-concept-representation language” (MCRL) we 
seek must be more like a programming language- 
a logical, well-defined system for manipulating con- 
cepts-than a human one. The essential work in- 
volves identifying and structuring medical concepts; 
a formal language is merely the most effective mech- 
anism we can use to encode the “objects” that rep- 
resent concepts for our purposes. We also believe 
that it will be possible to create such a language and 
to demonstrate its value in actual applications; but 
we recognize that the task is difficult and can be 
accomplished only over time: we must move toward 
our goal in successive steps of refinement and test- 
ing. 

In the following section, we characterize the problem 
of concept representation as it manifests itself in prac- 
tice, where we need comprehensive terminologies 
but do not find them and where we need applications 
that can apply to more than one task or more than 
one medical sub-domain but lack the “linguistic” 
bridges our systems require. In subsequent sections 
we consider, selectively, the limitations we find in 
controlled medical vocabularies, the need for an es- 
sentially semantic-conceptual basis for term repre- 
sentations, and the focus we have developed on an 
MCRL as the formal mechanism by which we hope 
to model concepts. We next present our methodol- 
ogy, including desiderata for our “science,” and de- 
scribe how we are proceeding individually and col- 
lectively to work toward what we hope will be a 
“merged model” for the representation of medical 
concepts. We conclude by comparing our effort with 
other contemporary projects touching on similar 
problems and by speculating about the possible out- 
comes of our work. 

Ubiquity of the Problem 
Our work has proceeded with a sense of urgency. 
The demands for information and record keeping in 

the health care system will only increase during this 
decade. To a large extent, the quality and effective- 
ness of health care will depend on the efficient pro- 
cessing and interpreting of medical language; the 
problem is ubiquitous. Consider, for example, the 
following scenarios: 

1. A hospital has installed new decision-support tools. 
The hospital information system will check for con- 
traindications to new orders entered into the system. 
One such target alert may be a warning to the or- 
dering clinician whenever a nonsteroidal anti-inflam- 
matory agent is ordered for a patient diagnosed as 
having peptic ulcer disease. The system designer must 
ensure that the system will recognize every existing 
nonsteroidal anti-inflammatory drug by name (and 
keep track of the steady stream of newly introduced 
ones) as well as every possible reference to acid- 
peptic disease. 

2. A literature-retrieval system is built that will at- 
tempt to recognize concepts that are synonyms. A 
query is entered about calcium-channel blockers and 
their use in stroke. The system designer discovers 
that writers of articles use many synonymous terms 
for calcium-channel blockers, such as “calcium block- 
ers, ” “calcium antagonists, ” and the individual names 
of the different agents. Likewise, stroke has many 
synonyms, such as “cerebrovascular accident” or 
“CVA,“. and may be referred to generally as “cere- 
brovascular disease.” 

3. A group is responsible for outcomes research. It 
is desirable to track all patient data, including symp- 
toms, yet not have to process charts manually.. A 
computer program is designed to extract information 
from patient records, but the system is ineffective 
because of variation in the descriptions of patients’ 
symptoms. For example, what is written as “post- 
prandial stomach pain” in one chart is described as 
“abdominal pain after meals” in another. 

4. A renal dialysis center wants to develop a medical 
record that will support observational and controlled 
trials as a part of routine patient care. Much of the 
patient information will be collected by nurses and 
physicians through structured data entry to ensure 
that study parameters are rigorously assessed. The 
designers require a standard source of possible con- 
cepts, symptoms, and corresponding values in order 
to integrate different trials with overlapping data ele- 
ments and to share their data with other participating 
centers. 

The four scenarios reflect four different application 
areas in medical informatics-alerts, information re- 
trieval, outcomes research, and predictive data en- 
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try-yet a principle obstacle to their implementation 
is the absence of consistent and comprehensive lan- 
guage. In particular, normal variation in the use of 
language, ambiguity, vagueness, and ellipsis-all of 
which people resolve easily when speaking or read- 
ing by appealing to context, the surrounding infor- 
mation that clarifies how a word or phrase might be 
interpreted-have significantly impeded wider use 
of computer applications in medicine. However, ex- 
isting clinical vocabularies and classifications have, 
at best, limited notions of domain context or rela- 
tionships between medical concepts and pertinent 
modifiers. 

Despite the successful demonstration of prototypes 
in the areas of expert systems, automated informa- 
tion-retrieval systems, and patient databases, very 
few large-scale systems have been created or are being 
used. One reason, in virtually every case, is the dif- 
ficulty presented by language representation when 
changing the scale (as in moving from a “toy” world 
to a hospital-sized setting) or the application (as in 
using a system designed to perform diagnosis as an 
aid to literature searches). This is so because system 
designers often represent “only what is necessary” 
for their particular domains,2 and it is much easier 
to create language-processing/representing compo- 
nents that cover the needs of the specific application 
than to design such components based on general 
principles or for universal application. Unfortunately, 
scalability and cross-application adaptability may have 
different requirements on data structures, so the so- 
lution of one problem does not necessarily lead to 
the solution of the other. It is time, we believe, to 
focus on the design of a general schema for medical- 
language representation and to develop the resources 
required to support changes in scale and translations 
of applications. 

Inadequacy of Current Vocabulary Models 
There are many examples of attempts to produce 
comprehensive controlled vocabularies, such as the 
International Classification of Diseases, 9th ed., with 
Clinical Modifications (ICD9-CM), 3 SNOMED-III,4 the 
Gabrieli Nomenclature,” and the Read Clinical Clas- 
sification.6 While they have often succeeded in the 
tasks for which they were intended, none is appro- 
priate for the range of tasks of interest to the Canon 

A good example of how language variation impedes performance 
when scaling up can be found in the article by Blair and Maron,1 
which attributes the poor results of an information-retrieval system 
in a moderate-scale application in large measure to the human 
tendency to talk or write or formulate queries about the “same” 
information using “different” words to express ideas. 

Group and all can be criticized for shortcomings.7,8 
In particular, individual efforts by Canon Group 
members (and other medical informatics profession- 
als in our community) to employ such vocabularies 
in computational applications have met with limited 
success. The content and structure of existing vo- 
cabularies are certainly problematic,’ but more fun- 
damental issues are involved. For example, the prac- 
tical problem of vocabulary maintenance and extension 
is rarely addressed. Given a term that is not included 
in the vocabulary, how is a new term to be accom- 
modated? Should it be listed as a synonym of an 
existing term, or is there a subtle difference that should 
be preserved? Where the vocabulary begins to enu- 
merate variations of a more general phenomenon 
(such as types of fractures in specific parts of specific 
bones), should new variations be represented through 
extension of the vocabulary or through some arrange- 
ments of existing terms? If the latter, what rules exist 
for doing so? What should be done when the vocab- 
ulary’s granularity fails to match the application at 
hand? 

Existing approaches address some such problems. 
For example, SNOMED4 separates terms into “atomic” 
units. The units are organized into chapters or “axes,” 
which can be combined to form complex concepts. 
Thus, SNOMED terms are compositionally, extensi- 
ble, but the rules for the process are imprecise. For 
example, in SNOMED one can “legally” represent 
“acute appendicitis” in any of the following forms: 

1. D5-46210 01 Acute appendicitis, NOS 
2. D5-46100 01 Appendicitis, NOS 

GA231 01 Acute 
3. M-41000 01 Acute inflammation, NOS 

G-CO06 01 In 

T-59200 01 Appendix, NOS 
4. G-A231 01 Acute 

M-40000 01 lnflarnmation, NOS 
G-CO06 01 In 
T-59200 01 Appendix, NOS 

Thus, we observe, while the efforts at cataloging vo- 
cabulary are impressive in SNOMED, the implicit model 
of what constitutes a valid medical concept is incom- 
plete. 

The examples from SNOMED illustrate another prob- 
lem that is difficult to manage in most controlled 
vocabularies-the different roles that the same su- 
perficial expression may play in different contexts. 
When we record a diaqnosis, the terms we use have 
a very special epistemological status: we implicitly 
assert the fact of the condition and invite all medically 
valid inferences. If we write “the patient had acute 
appendicitis” in a chart as part of a diagnostic sum- 
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mary, we may certainly be expected to treat the pa- 
tient as though he or she had acute appendicitis. But, 
if we write “the patient was evaluated for acute ap- 
pendicitis,” we describe a clinical indication, which 
is distinct from asserting a diagnosis, especially as 
that diagnosis may have been ruled out under eval- 
uation. 

The distinctions in the examples above (l-4) derive 
from the difference between an observation of a proc- 
ess (e.g., inflammation) in a location (e.g., the ap- 
pendix) and alternative ways for naming a diagnosis. 
Some forms of expression (1 or 2) are more accurate 
epistemologically when we are assessing a patient; 
SNOMED provides terms in axis “D,” for diagnoses. 
The other forms (3 or 4) are more accurate when we 
are making observations; SNOMED provides terms 
in axes “M” and “T,” for descriptions of morphology 
in “locations.“ In fact, while SNOMED does not give 
us the information we need in order to know when 
one form (and not another) should be used, we ap- 
plaud the fact that it accommodates such distinctions; 
they reflect the essential science of clinical medicine 10,11 
and are absolutely essential to the model of language 
use-the model of information-that we are inter- 
ested in capturing in our work. 

Concept Representations versus Terms 

The problems we see in current and traditional con- 
trolled vocabularies derive from a failure to distin- 
guish surface-form (nominal) expressions from the 
concepts that these expressions sometimes designate. 
In order to account for surface-form medical expres- 
sions, we must first understand and specify the struc- 
ture of medical concepts. Such an undertaking is 
naturally challenging. 

It is certainly difficult to talk about concepts (though 
everyone seems to have intuitions about what they 
are); it is even more difficult to establish a formal 
definition that all will accept. Nevertheless, we feel 
an obligation to state what we mean by concept; in 
the process it should be apparent that we require 
much more of a formal apparatus than a list of terms 
can provide to capture the “concepts” of medicine. 

Let us begin by considering a concrete example. One 
can define a particular concept, such as coarctation, 
by referring to other concepts, such as narrowing or 
constricting and blood vessel. In this case, the other 
concepts must bear a specific relation to one another 
for the target concept to be realized: the constricting 
must be in (or of) the blood vessel for the concept 
coarctation to be instantiated. We see that, to under- 
stand or represent a concept such as coarctation prop- 

erly, we need to evaluate objects, attributes, values, 
and relations. In fact, it is in the identification and 
evaluation of the objects, attributes, values, and re- 
lations that we discover (or not) that the concept 
applies. 

Church 12 provides a useful characterization: a con- 
cept is, effectively, a decision procedure. Any object 
or set of objects may have a distinctive identity. Such 
a distinguished object or set of objects, in turn, may 
be associated with a symbol, which may be a name, 
such as “coarctation.” In addition, there is a rule that 
can be used to determine whether anything we may 
encounter is a member of the set associated with the 
symbol. The set is the denotation of the symbol (pos- 
sibly a name) and the rule that determines member- 
ship is the concept associated with the symbol (or 
name). 

Notice that the ability actually to associate a name 
with a concept is incidental to the identity of the 
concept. Many concepts (e.g., mathematical ideas or 
images, such as particular faces) have no names. What 
is important is the procedure that determines whether 
something (a particular object) satisfies the conditions 
of membership in the set denoted by the concept. 
Clearly, to stipulate a procedure, one must first 
enumerate the elements that can be considered in 
identifying objects and in establishing membership 
in a set. As we can see with coarctation, complex 
attributes such as narrowness must be present in very 
specific relations to an anatomic object, blood vessel, 
for a particular phenomenon to be admitted to the 
set denoted by “coarctation.” 

With most standard medical vocabularies, the notion 
of a concept is implicit; the vocabularies have been 
concerned principally with named concepts that dis- 
tinguish medicine from other disciplines. For the most 
part, the elements that are required to evaluate con- 
cepts are not represented. Since one of our principal 
goals is the automation of the processing of medical 
information and since automated processing will re- 
quire evaluation of relations and the inferences they 
can support, we cannot use standard vocabularies in 
their present forms to model the concepts of medi- 
cine. Thus, we are less concerned with the identifi- 
cation of an actual vocabulary or set of terms than 
with the formal representations we must use to ex- 
press precisely and explicitly the many semantic ob- 
jects we find in the domain of medicine. 

Computational Modeling of Medical Concepts 

The representation of concepts, of course, has been 
a principal concern of researchers in artificial intel- 
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ligence for some time. (See, for example, the papers 
in Findler.13) Work on this problem has focused on 
a number of issues, such as the distinctions that must 
be made between the representation of terms and 
the uses of such representations (e.g., Brachman et 
a1.i4) and the need to ensure computational tracta- 
bility in semantic networks.15,16 A common approach 
involves the splitting of knowledge representations 
into a less-expressive terminological component where 
tractability can be assured and a more general asser- 
tional component that is used only judiciously. (For 
an overview, see MacGregor. 17) 

When confronting the practical problem of building 
computational systems to manipulate concepts, it is 
typically difficult to realize the idealized view of con- 
cepts (as presented in the previous section). While it 
has been shown, for example, that a purely termi- 
nological representation is not adequate for a major- 
ity of the needs in medical decision support,2 many 
computational systems still rely on term sets to sub- 
stitute for concepts. Let us consider, briefly, how 
several groups have attempted to solve the problem 
of managing more complex representations of con- 

. 
cepts in computationally tractable applications. 

Among the first attempts to apply computational lin- 
guistic techniques to the mapping of free texts (in 
hospital charts) to database-entry representations was 
the work of Sager and coworkers in the Linguistic 
String Project. 18 The project rep resented the structure 
of medical information by developing frames that 
specified common predefined semantic relations 
among the types of concepts in the domain. The 
representations were developed, in part, through lin- 
guistic analysis of actual texts. While the approach 
did not specify a separate conceptual level, it under- 
scored the importance (and power) of lexical decom- 
position of expressions and the need to capture se- 
mantic relations among concepts. 

One of the first efforts to abstract away from specific 
terms to term representations for use in modeling 
general medical language was developed by Evans 
in the MedSORT project. 19,20 In MedSORT work, a 
distinction was made between the lexical information 
that is necessary to write and recognize words and 
phrases (such as those found in medical records), the 
concepts (which are abstract) that lexical items may 
combine to form, and the contexts in which concepts 
might appear (e.g., as a clinical observation or a de- 
scription of a disease). To represent concepts, 
MedSORT required both an ontology or semantic clas- 
sification scheme and rules that determined how ele- 
ments in the classification scheme might combine. 
The link between lexical items (or vocabulary) and 
concepts was made possible by requiring every lexical 

item to have a semantic type and every concept rep- 
resentation to be expressed in terms of constellations 
of semantic types. Such constellations-in the form 
of semantic frames-made it possible to express pre- 
cise relations among the elements of concepts and 
also to express relations among complex concepts 
and to distinguish similar concepts used in different 
contexts. In effect, the approach in MedSORT was 
to define an explicit formal language for medical con- 
cepts, encompassing a grarnmar for concept formation 
and structural or contextual constraints on interpre- 
tation. 

More recently, Rector and coworkers in the GALEN 
project 21-23 have analyzed the problem as having three 
levels or domains: 

1. The terminology (vocabulary) model proper. 

2. The conceptual model that uses that terminology 
(vocabulary) to represent information. 

3. The knowledge base that supports reasoning about 
events and objects in the real world. 

The terminology model records the linguistic char- 
acteristics of medical concepts such as synonyms, 
homonyms, and parts of speech. In effect, it provides 
the domains for the fields or entities of the conceptual 
model. The conceptual model represents the set of 
rules or procedures for how the elements of the ter- 
minology can be combined to create valid expressions 
of medical information. The conceptual model cor- 
responds to a grammar of medical concept represen- 
tation or a logical (but not physical) database design. 
The knowledge base contains information, such as 
the normative characteristics of diagnoses, the, rela- 
tions of diseases to one another, and other rules or 
knowledge necessary to create abstractions from or 
use information represented in .a database. The 
knowledge base expresses its knowledge by reference 
to concepts in the conceptual model. 

In a similar vein, Friedman, Cimino, and coworkers 
have analyzed the problem of clinical vocabulary 
management as requiring distinctions among three 
levels24,25: 

1. The conceptual level, which is the conceptual model, 
representing the contextual information, the struc- 
ture of the concepts, and the naming of the concepts 
and synonyms and specifying the semantic typology 
and relations among concepts. 

2. The linguistic level, associated with the words and 
phrases used to express the concepts, consisting of 
(a) a semantic typology for the words, (b) the rules 
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that enumerate the possible relationships among the 
semantic types, and (c) the rules that specify how 
complex phrases may be composed. 

3. The encoding level, which specifies how linguistic 
expressions map to concepts. 

All the efforts noted here have encountered the need 
to manage variation in language and to remain flex- 
ible in the identification of concepts, while address- 
ing practical goals of producing data structures (rep- 
resentations) that may be used in computationally 
diverse applications. 

Focus on an MCRL 

Both MedSORT and GALEN have emphasized what 
we take to be the general goal of our efforts: the 
specification of the resources and associated procedures 
required to map language (including standard ter- 
minologies) into representations that make implicit 
relations “visible,” reveal “hidden attributes,” and 
generally. resolve ambiguous or vague references. We 
aim to specify the means by which we may identify 
and characterize in a formal and uniform represen- 
tation all valid, and only all valid, medical concepts 
in any string of text, whether natural language or 
controlled vocabulary. The resources we require to 
achieve such functionality are minimally: 

1. A list of the basic lexical (atomic) units-the words, 
atomic phrases, abbreviations, symbols, etc. -in the 
medical domain. 

2. A list of basic conceptual units-disambiguated 
target concepts-to which lexical units map. 

3. A typology of basic concepts-providing, mini- 
mally, semantic types for each concept. 

4. A network of general medical concepts, in which 
implicit relations between elements are made explicit. 

The procedures we require are minimally: 

1. Rules for the assignment of lexical items to specific 
conceptual units. 

2. Rules for the composition of concepts-specifying 
how basic units come together to form more complex 
concepts. 

Together, the resources and procedures specify a 
grammar (in a formal linguistic sense)-the grammar 
for the formation of medical concepts. 

As an illustration, we note that to accommodate a 

phrase such as “pulse 45,” a medical vocabulary sys- 
tem will need to identify “pulse” and “45” as lexical 
elements; to associate “pulse” with the measurement 
of a physiological phenomenon, pulse-rate, and “45” 
with a numeric designation, numeric-count, to express 
the “hidden” interval of the measurement (a minute); 
and to show the relations among all the represen- 
tational parts-capturing, in effect, that. the medical 
observation is of a pulse rate of 45 “pulses” per min- 
ute. In contrast, in representing the deceptively sim- 
ilar phrase “pulse strong,” the system will need to 
identify “pulse” and “strong” as lexical elements; to 
associate “pulse” with the measurement of a phys- 
iologic phenomenon, pulse-pressure, and “strong” with 
a relative measurement, relative-degree, on a scale of 
strength, to express the “hidden” interval of the 
measurement (a beat), and to show the relations among 
elements-capturing the fact that the observation is 
of pulse pressure strength, measured as “strong” 
over each beat. 

Given the Canon goal of cross-application design, it 
is essential that a Canon MCRL accommodate any 
valid medically meaningful expression, whether it 
has been “recorded” previously or not and whether 
it is expressed in a controlled vocabulary or in natural 
language. This is the requirement, effectively, of a 
medical interlingua. Others have explored the design 
of such representations in medical applications.26-28 
To serve as an interlingua, a representation must 
account for elements at the level of lexical items and 
must provide sufficient semantic structure (expressed 
in terms of concepts and their relations) to “cover” 
all of the required relations in language sources. 

Striking the balance between minimally sufficient 
representations and the recording of all medical 
knowledge is a principal challenge in our work. There 
are numerous medical facts that have no direct bear- 
ing on the representation of medical language. How- 
ever, many of the most important (and difficult) 
knowledge representation issues in medicine do re- 
flect phenomena that must be accommodated in an 
MCRL. For example, models of time, causality, anat- 
omy and physiology, spatial relationships, and un- 
certainty are directly and often subtly invoked in the 
use of modifiers or in the specification of the values 
of attributes. (The previous examples of “pulse 45” 
and “pulse strong” provide only the most superficial 
glimpse of such deeper problems.) No existing lexi- 
con has a consistent set of modifiers for representing 
such implicit attributes of medical concepts; no 
knowledge-representation effort has succeeded in 
modeling such phenomena coherently or compre- 
hensively. One facet of our task will be to explicate 
the relations between the ontology of biomedicine 
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and the concept models we require for language rep- 
resentation. 

Desiderata for a Canon Methodology 

It is historically natural, perhaps, that most medical 
terminologies have resulted from small group efforts. 
In such cases, consensus is valuable; objective sci- 
entific validity may be difficult to establish and ul- 
timately unnecessary for the pragmatic task at hand. 
In the Canon effort, however, with its dependence 
on widespread collaboration and with its inherently 
abstract requirements (where intuition may be a poor 
guide to the “correctness” of a representational for- 
malism), how we develop representations may be more 
important than what representations we produce. In 
particular, we agree on the need for: 

1. A scientific methodology. We need to establish 
procedures, define methods and tools, and conduct 
our work so that our results are (a) reproducible, (b) 
extensible, (c) testable, (d) expressive, and (e) under- 
standable. 

2. An empirical basis. We need to work with (a) real 
data in (b) statistically meaningful samples that are 
(c) representative of sub-domains (implying depth) 
as well as (d) comprehensive for the general field of 
medicine. 

We recognize the need to examine perhaps 100 sub- 
domains of medicine with samples of 10 to 100 mb 
of text for each sub-domain. The empirical data will 
be our touchstone. 

3. Completeness and coherence of coverage. We need 
to develop (a) a typology of concepts in medicine 
with sufficient (b) granularity and (c) breadth to en- 
sure that all medical concepts can be represented. 

In addition to naturally occurring medical texts, we 
aim to use existing nomenclatures and vocabularies 
as source corpora. This will be one means of ensuring 
that the coverage in our representation schema will 
be at least equivalent to what is currently available. 
Our schema will minimally enhance current termi- 
nologies by elucidating the tacit knowledge that has 
been compiled into them. 

4. An interdisciplinary perspective. We need to bring 
resources and techniques from computer science, 
computational linguistics, and cognitive science, as 
well as medicine, to bear on the problem. 

5. A focus on realistic outcomes. We need to keep 
an eye on the practical (and large-scale) applications 
that will use the resources we develop. 

The test of our work will be the applications it can 
support. The most interesting long-term goal may 
not be the most realistic intermediate-term outcome. 
Even shorter-term results may be able to enhance 
performance in patient-record systems. We should 
be sure our efforts and methods are focused by at- 
tainable and desirable goals that contribute (perhaps 
stepwise) to longer-term progress. 

6. Representational simplicity. We need to avoid 
adding more structure to the representations we de- 
velop than the minimum required for the task at 
hand. 

The design of something as simple as a lexicon or as 
complex as a semantic network can easily become an 
end in itself. Once structure is in place, it may take 
on a life of its own. Worse, structure always reflects 
a theory of the relations among objects, which may 
be difficult to state, obscure to the outside observer, 
and epistemologically problematic. (Partial truth is 
harder to control-and eradicate-than falsehood.) 
Much that we hope to do practically may be possible 
with appropriately chosen minimal enhancements to 
terminologies. We plan to exploit such enhancements 
first. 

The realization of our goals will require both a sus- 
tained effort and a group strategy. We feel that our 
work should proceed both from the bottom up (gath- 
ering empirical data and classifying them to establish 
a lexicon and corpus of phrases) and from the top 
down (characterizing domains, organization princi- 
ples, and perspectives to establish appropriate clas- 
sification schemes). The results of the former effort 
will provide the actual content material that will allow 
large-scale development of informatics applications, 
while the results of the latter work will provide the 
organizational structure for the content material. 

We have no religious commitment to a particular 
representational formalism; we recognize the essen- 
tial equivalence of semantic networks, frame sys- 
tems, conceptual graphs, and logical-statement lan- 
guages. But, we see the need for some form of data 
representation to express the complexity of concept 
relations precisely and to permit the sharing of our 
work across sites. 

How We Are Proceeding 

The discussions that led to the formation of the Canon 
Group occurred in late 1991. Group participants in- , 
cluded members of several different laboratories, 
working in a variety of application areas. Despite 
differences in background and focus, it seemed to all 
that collaboration would be fruitful. 
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Over a period of two years, members of the Group 
have exchanged more than 1,000 electronic messages. 
The group has held several workshops. Topics have 
been explored that reflected individual interests, such 
as NLP, anticipatory data entry, information re- 
trieval, knowledge representation, and decision sup- 
port-all with their special requirements for lan- 
guage interpretation. It has become clear that similar 
language representation problems have to be solved 
in different applications and that the lessons learned 
in one application might apply to others. 

Canon Group members have conducted pilot exper- 
iments to test Canon approaches and to exercise Canon 
princip1es. In our first efforts, we have focused on 
the modeling of concepts in radiology; the selection 
of this domain reflects convenience (and available 
data) and the special interests of several members of 
the group. We have attempted to explore the domain 
both to develop an understanding of its complexity 
and to establish procedures that we may be able to 
exploit in subsequent work: 

In the specific case of radiology, we collected a total 
of approximately 16 mb of radiology reports from 
four geographically distributed sites. We used a nat- 
ural-language-processing system (CLARIT29) with the 
ability to produce thesauri automatically30 to’ identify 
words and phrases that contained “medical infor- 
mation. “ The analysis was exhaustive; more than 
55,000 unique candidate “terms” were discovered, of 
which more than 21,000 could be nominated for a 
composite thesaurus. The collection of expressions 
was more complete than one sees in standard vo- 
cabularies. For example, there were 320 unique terms 
containing the phrase “pleural effusion” and 211 
unique terms containing the word “pneumono- 
thorax.” The use of such a large volume of source 
data in a sub-domain of medicine made it possible 
for us to satisfy the desiderata of empirical basis and 
completeness and coherence of coverage. 

Some members of the Group have started to use the 
discovered terms to develop a semantic network for 
radiology. Others have used the terms to suggest 
semantic types for concepts and to validate proposals 
for “grammars” of semantic type combination. All 
have examined a small number of reports and at- 
tempted to (1) identify concepts and (2) express in 
formal notation all the relevant explicit and implicit 
relations that exist among the concepts. This has ex- 

The tasks and some of our results are reported in this issue, for 
example. 

The sources of radiology reports were Brigham & Women’s Hos- 
pital, Columbia Presbyterian Hospital, Latter Day Saints’ Hospital, 
and Oregon Health Sciences University Hospital. 

ercised the desideratum of representational simplic- 
ity. 

Our first experiences have suggested a general meth- 
odology. As a group, we are now exploring several 
additional sub-domains of medicine and several ap- 
plication areas to help us understand the require- 
ments of our task. In a top-down mode, we attempt 
to define general domains for which terminologic 
work is needed and to model those domains with an 
eye to the types of information we will need for our 
respective applications. We deliberately focus on do- 
mains that are of interest in multiple application areas. 
In a bottom-up mode, we choose a domain and ob- 
tain actual medical data for that domain (e.g., coded 
vocabularies or free text) from our own laboratories 
or in public repositories. Individually, we examine 
data with two goals in mind: 

1. To determine where the top-down model needs 
expansion to deal with the complexities that occur as 
we attempt to manipulate real data with real appli- 
cations, and 

2. To develop content (e.g., lexical information, con- 
cepts, relations) that is needed to process the data. 

When individual modeling has been completed, each 
investigator presents his or her model-encompass- 
ing lexical forms, conceptual structures, and framing 
contexts-to the group. Where overlap occurs, we 
are trying to merge our individual models. Where 
distinctions occur, we are attempting to expand our 
evolving “merged” model to embrace them or pro- 
vide a means for establishing transformations be- 
tween them. For example, one application may treat 
“appendicitis” as an atomic concept, while another 
may require decomposition into finer-grained ele- 
ments, such as might be represented schematically 
as 

“[Inflammation [Acute]]-[In] -[Appendix]” 

We recognize that to relate one to the other we need 
a general transformation, such as 

[disease concept]+ 
[morphology concept-modified by-temporal con- 

cept] 
-location relation- 
[anatomy concept] 

Such a transformation allows us to recognize the dif- 
ferent perspectives of different applications, while 
enabling us to make explicit the underlying concep- 
tual details required if we are to share terminology 



Journal of the American Medical lnformatics Association Volume 1 Number 3 May / Jun 1994 215 

and exchange our interpreted patient data. Several 
aspects of this approach are worth noting. 

First, while the preceding example appears to involve 
the same concepts that are given in the SNOMED 
examples presented previously, it differs in providing 
an explicit function for the transformation of the su- 
perficial vocabulary form into a generalized and pre- 
cise representation. It might be noted that SNOMED 
terms could be used to “fill in” the disease, mor- 
phology, temporal, location, and anatomy constitu- 
ents in the transformation frame. SNOMED clearly 
provides a rich source of medical concepts. Individ- 
ually, the two applications of our example might well 
use SNOMED to satisfy their individual language- 
coding requirements. However, without the trans- 
formation function, we would not be able to share 
data across applications, To establish general trans- 
formation functions, in turn, we need deeper knowl- 
edge representation. For example, to apply such 
transformations, we need to know which temporal 
concepts can be applied to which classes of mor- 
phology. 

Second, it is important to note that each individual 
investigator’s model is developed using a common 
collection of documents and a common set of ex- 
amples from the collection. In this way, we are able 
to understand the individual representations created 
by others. Obviously, we all share a model at the 
“human” level for the data we have explored, for we 
can easily discuss them. Our applications, however, 
reflect different simplifications away from our com- 
mon, human understanding; this frustrates the cre- 
ation of a simple shared computational model. By 
using a common data set, we enable our discussions 
to transcend the limitations imposed by our individ- 
ual, computer-based approaches. Consider the dif- 
ference between this approach and one in which we 
might assign five groups the task of providing a list 
of the 1,000 most common diseases. The result of 
such a task would be five lists encompassing 5,000 
terms, some identical and synonymous, some ap- 
parently identical and non-synonymous, and others 
apparently different but actually synonymous. Re- 
solving the five lists into a single list would be ex- 
tremely difficult. 

Third, the use of actual patient data, while often 
complex and sometimes messy, reassures us that our 
efforts are worthwhile. Using real data forces us to 
address “real-world” problems that might be over- 
looked if “toy” problems were chosen instead. Also, 
if we can model real data, then we will necessarily 
focus on the practical aspects of the task. Rather than 
becoming hopelessly mired in attempting to model 

everything that might be encountered, we are able to 
develop our models for those concepts that are com- 
monly encountered, thus creating resources that can 
be immediately useful in our systems. 

Distinction in Efforts 

Some readers may view the Canon effort as poten- 
tially duplicating the efforts planned for the newly 
formed Computer-Based Patient Record Institute 
(CPRI). However, since the CPRI is initially inter- 
ested in identifying existing technological solutions 
that can be applied to (among other things) the de- 
velopment of a coding scheme for patient records, 
the two efforts may prove to be complementary. The 
ability to model such a coding scheme is a stated goal 
of the Canon Group; some of its members are active 
participants in the CPRI effort. We expect our work 
to contribute to, rather than compete with, the CPRI’s 
efforts. 

Other readers will associate our work with the Uni- 
fied Medical Language System (UMLS) project of the 
National Library of Medicine (NLM). There are in- 
deed many similarities, and several Canon members 
are involved with developing or evaluating the UMLS; 
however, there are clear differences in the goals of 
the two efforts. 

The UMLS is an attempt to develop a broad-based 
method for the integration of existing controlled 
medical vocabularies to facilitate access to and trans- 
fer between computer-based information sources.31 
The model includes the notion of concepts (which 
are specific meanings), terms (which are various syn- 
onymous names for the concepts drawn from dis- 
parate vocabularies), and strings (which are various 
lexical variants for particular terms found within the 
vocabularies). It also includes the notion of semantic 
typing for the concepts and the identification of pos- 
sible semantic relations among semantic types. Terms 
from disparate vocabularies are related to each other 
either by being synonyms of the same concept or by 
mapping to separate UMLS concepts that are them- 
selves related. The inter-concept relations are “broader- 
narrower” and “other.” Specific semantic relations 
among particular concepts are present but not prev- 
alent. Since its inception, the UMLS has continued 
to grow to incorporate additional terms from addi- 
tional vocabularies, while the model has remained 
essentially stable (although the actual implementa- 
tions of the model have evolved). 

Some of the representational needs of our work are 
not presently among the priorities of the UMLS proj- 
ect. These include: 
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A broad lexicon for NLP that extends beyond the 
scope of the UMLS source vocabularies. 

A mechanism for decomposing complex concepts 
lexically into their component concepts. 

A conceptual model for allowing the representa- 
tion of new concepts without having to simply 
enumerate new permutations, as is done in the 
source vocabularies in the UMLS. 

An extensive “fleshing out” of semantic relation- 
ships ‘at the inter-concept level, not just at the 
semantic class level. 

The UMLS is clearly moving to address some of the 
above issues, for example, by including the specialist 
lexicon in future versions.32 The two efforts may prove 
complementary and, as a general policy, we intend 
to make our work compatible with UMLS knowledge 
sources wherever possible and practical. 

General Conclusions 

The problem we are addressing is a central challenge 
in medical informatics. While it has the superficial 
form of a “vocabulary” issue, it actually embraces all 
the concerns of medical concept modeling. 

Individually, we have attempted to solve some facets 
of the problem of mapping language into computa- 
tionally tractable representations. We have found no 
general solution; we have not been successful in us- 
ing existing resources, such as standard vocabularies, 
for such purposes. Collaboratively, we have found a 
common philosophy and methodology and have be- 
gun to address the problem as though we were en- 
gaged in scientific discovery. We do not have all the 
answers, of course, to the complex problem of med- 
ical concept representation, but we believe we have 
identified the appropriate focus-on the concept model 
and the rules of concept formation and language 
interpretation. 

The work we have described above is only just be- 
ginning. We believe that our methodology will insure 
that our results will have a scientific foundation and 
will be useful to people who have not participated 
with us in their development. We expect our task to 
be difficult; but, we remain convinced that the cre- 
ation of a uniform representational basis for medical 
language is absolutely critical for our own work and 
that of others in the medical informatics community. 
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